Protecting and Analysing Health Care Data on Cloud
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Abstract—Various health care devices owned by either hospitals or individuals are producing huge amount of health care data. The big health data may contain valuable knowledge and new business opportunities. Obviously, cloud is a good candidate to collect, store and analyse such big health care data. However, health care data is very sensitive for its owners, and thus should be well protected on cloud. This paper presents our solution to protecting and analyzing health care data stored on cloud. First, we develop novel technologies to protect data privacy and enable secure data sharing on cloud. Secondly, we show the methods and tools to conduct big health care data analysis. Finally, both the security technology and the data analysis methods are evaluated to show the usefulness and efficiency of our solution.

I. INTRODUCTION

There is a growing trend for doctors to remotely monitor and diagnose patients through the Cloud. This is mainly due to greater convenience for patients as they don’t have to visit a clinic regularly and also for reduced healthcare costs for both the government and patients [11]. In Australia alone, the government spends in excess of 130 billion dollars on healthcare [33]. However, privacy and security issues associated with the Cloud make patients apprehensive about using the Cloud to store their personal health information.

One of the main trust and privacy issues arise from Cloud insider attacks [3]. It is well known about malicious insiders who steal data, since they have direct access to the owners data. Malicious Cloud service providers may steal data in order to sell to third parties in order to gain profit [7] [8]. Such privacy attacks affect the trust of the data owner and make them sceptical of using the Cloud for sensitive data storage. This is one of the main reasons why patients have a lack of trust for using the Cloud for storage and sharing of highly critical medical information. There has been multiple studies around privacy and trust in health systems in research [1][2][3][4][5][6]. Another major issue with private sharing of health information, and hence the major focus of this paper, is key management. A trivial solution to private data sharing in social networks involves a patient first encrypting health information on their own machine and distributing the encryption keys to each user, doctor, etc, he wishes to share his health information with. The authorised user can then download the encrypted health information from the social network and decrypt using the supplied encryption key. However, when the patient wishes to revoke a user, he must re-encrypt the data with a new encryption key and redistribute the new key to all the remaining users, hence, is computationally inefficient and places a huge burden on the patient, especially if he wishes to share his health information with plenty of users.

Large amounts of data are being generated by the healthcare system everyday [19], which is a valuable resource for better informed decision-making and treatment. Patient healthcare record, clinical data, diagnostic machine generated data are all information highly valued by doctors, and on top of that, social media information of patients is also a useful data source for doctors to help people with mental illnesses. However, paper-based health record tracking is inefficient and error-prone, and it is impossible to apply data mining and machine learning techniques on paper-based data. Thus, big data analytics application on e-health record is an obvious ideal solution to this problem [20], which is able to help doctors to come to more insightful diagnoses with lower costs [21].

In this paper, we explore the above vision by presenting some enabling technologies and methods.

• First, we present our security technology to protect health data privacy and enable secure health data sharing on the Cloud.
• We then conduct a simple health care data analysis with existing data analysis techniques and real public health data stored on the Cloud.
• We demonstrate the feasibility and usefulness of using the Cloud to collect and store health data for secure sharing and data analysis.

Our paper is organised as follows. In Section II, we describe and detail our system and protocol for secure health data storage and sharing in the Cloud. In Section III, we discuss health care data analysis techniques related to the Cloud followed by examples using real health data. In Section IV, we discuss related work and finally we conclude the paper in Section V.

II. SECURE HEALTH DATA STORAGE AND SHARING ON CLOUD

A. Architecture

The data model of our system is illustrated in Figure 1. The data producers of our system include smartphones, health sensors and trackers as well as social media. In this paper, we use the smartphone as our main data producer. Data is stored securely in a Cloud server and various data consumers are able to access the data in order to provide diagnosis and treatment to patients. We primarily focus on big data analysis for this paper to demonstrate our ideas. An authorized doctor for instance can then log-in and access the protected patients health data from the Cloud servers. If the doctor has the necessary permissions, he will be able to decrypt the patients data on his own machine and carry out diagnosis as well as analysis.
B. Technologies

1) ElGamal Encryption: ElGamal encryption, invented by T. ElGamal [29] is a public-key cryptography system. We take advantage of ElGamal Encryption in our work since the algorithm is both simple and efficient and can provide simple consumer revocation with low cost and overhead. There are three main steps of the ElGamal encryption algorithm:

- **Initialisation:** Given a prime \( p \), a primitive root \( c \) of \( p \), compute \( b = c^x \mod p \), where \( x \) is a randomly selected secret key. The public key is thus \( \{ p, b, c \} \) and private key is \( x \).
- **Encryption:** Generate random value \( r \) and encrypt data \( m \) as follows:
  \[
  E(m) = m \cdot b^r \mod p = m \cdot c^{rx} \mod p
  \]
  Also note: \( g = c^r \mod p \)
- **Decryption:** This decrypts \( m \) with secret key \( x \) as follows:
  \[
  D_x(E(m)) = g^x \cdot E(m) \mod p = (c^r)^x \cdot m \cdot c^{rx} \mod p = e^{rx} \cdot m \cdot c^{rx} \mod p = m \mod p
  \]

2) Symmetric Cryptography: We use symmetric encryption cryptography algorithm in our work to protect the health data from being accessed by untrusted Cloud servers. Note, that in our work, we do not specify which symmetric algorithm is used. In theory, any symmetric encryption algorithm can be used based on the level of sensitivity of the health data.

**Pros:** While asymmetric encryption may be more secure compared to symmetric encryption due to the greater degree of difficulty in guessing the key, symmetric encryption is far better suited to data sharing in the Cloud. This is due to symmetric encryption using the one key to encrypt and decrypt data whereas asymmetric encryption uses two keys. When sharing data with very large groups, sometimes in excess of thousands, key management is more efficient when there is only key to protect. In our work, we make use of both symmetric encryption and asymmetric encryption. The symmetric key is used to protect the data and the ElGamal-based asymmetric key is used to protect the symmetric key which also has the added benefit of bundling the user’s identity with the data.

**Cons:** One of the drawbacks of using symmetric encryption for data sharing, is that the data owner’s identity is not bundled with the data. This makes it difficult for the data owner to claim ownership of the data. Since our solution also uses asymmetric encryption via ElGamal algorithm, the data owner’s identity is also bundled along with the symmetric key.

C. Secure Sharing Protocol

In this section, we describe a scenario for our solution and provide the protocol for our work. We also provide a brief security evaluation of our protocol.

1) Mental Health Scenario: There is a now a much stronger need for people to complain about work stress, sleeplessness and depression as well as receive feedback in a convenient and secure manner. There are a growing number of people who feel the need to vent and complain about problems and issues that may occur in the household or at work and how much it is affecting their lives and their mental state. Doctors need to communicate with patients in order to determine symptoms and appropriately provide diagnosis. Visiting a clinic regularly to report about work stress and depression symptoms can be costly for both the patient and the doctor. For patients, a lot of time and effort is spent visiting the clinic in order to receive sometimes minor feedback. This is particularly true for rural patients or the elderly. For doctors, they may need to tend to more serious patients at the time. The government spends millions of dollars for healthcare every year, and are looking for ways to drastically reduce healthcare costs [11]. In our solution, we conveniently leverage the use of smartphones, as they are highly accessible. Patients can report and receive help wherever they are, such as at home or at work, as long as they have access to a smartphone. This can help cut healthcare costs as patients do not have to regularly travel in order to receive advice and feedback for mental health related problems. In fact, studies have also shown that the use of smartphones that provide support for mental health problems have shown significant reductions in depression, stress and substance use [10]. We provide a new way of protecting data without revealing the full encryption key to both user and the Cloud provider. Our high scalable solution provides the ability to share data with many users, such as doctors and nurses, while allowing the simple revocation of a user without the need to re-encrypt the data every time user revocation occurs. In this paper, we focus on creating a secure system that will enable patients to share mental health information with doctors and mental health specialists from the comfort of their own home.

2) Protocol: We now describe our protocol in detail. Throughout this paper, we assume the Cloud Service Provider (CSP) to be honest-but-curious, in the sense that the CSP will carry out the steps of the protocol as expected but is willing to find out any information about the patient as much as possible.
We also assume the smartphone app to be trusted and that it will not inadvertently or intentionally send information to the CSP without the patients knowledge.

**Data Storage:** The patient first runs the prototype app and inputs a text string, a number value and uploads an image on their smartphone. When the patient presses the Send button, the app will then generate an arbitrary symmetric key and then encrypt the text, number and image. The symmetric key will then be encrypted using the ElGamal public key. The ElGamal private key will then be partitioned into two parts. The encrypted symmetric key will then be partially decrypted using the first half of the key partition. The encrypted data contents and encrypted symmetric key will then be sent to the CSP for storage.

**Data Sharing:** When the patient decides to share the data with a doctor, they press the Share button on the app and enter the doctors social network username. The app will then partition the patients private key into two random parts. The first partition will be sent to the social network and the other will be sent to the doctor. By doing this, the untrusted CSP has no knowledge of the full private key since the other partition is stored on the doctors local machine.

**Data Access:** When the doctor wishes to access the patients data, they simply call the CSP to delete the doctors partial key entry. If the doctor attempts to download the data from the CSP, he will only see the ciphertext since the symmetric key will never be decrypted.

**Access Revocation:** When the patient decides to revoke a specific data from access to his e-Health data, the patient simply calls the CSP to delete the doctors partial key entry. If the doctor attempts to download the data from the CSP, he will only see the ciphertext since the symmetric key will never be decrypted.

**D. Security Analysis**

We now provide a brief security analysis of our work.

- **Insider Attacks** - Our protocol is also secure under insider attacks since there is never a stage in our protocol where the data is decrypted in the untrusted Cloud. The data remains encrypted at all times on the untrusted Cloud servers as well as on untrusted public communication channels.

- **User Revocation** - In our protocol, user revocation can be achieved efficiently without the need to re-encrypt the data each time. The doctors key partition is simply removed from the Cloud storage. This way, if the revoked doctor attempts to access the health data, he will not be able to retrieve the full plaintext without the remaining key partition.

- **Update Secrecy** - Since health data is constantly changing, the patient may wish to update their health data. This is made possible in our protocol, as long as the updated version is encrypted with the same symmetric key that was used to encrypt the original health data, the patient may update their health data any number of times as they wish. Hence making our solution feasible to be deployed in a real-world scenario.

- **Mobile Stealing** - In the event someone steals the patients smartphone, they will not be able to access the personal health information as they would need to know the patients credentials such as email id and password in order to access the smartphone app.
Hence, a patient does not need to be tied down to only one smartphone device and can keep changing their device as often as they'd like without any loss of health information.

III. SMARTER HEALTH CARE DATA ANALYSIS

Large amount of data is being generated by the healthcare system everyday [19], which is a valuable resource for better informed decision-making and treatment. Patient healthcare record, clinical data, diagnostic machine generated data are all information highly valued by doctors, and apart from that, social media information of patients is also a useful data source for doctors to help people with mental illnesses. However, paper-based health record tracking is inefficient and error-prone, and it is impossible to apply data mining and machine techniques on paper-based data. Thus, big data analytics application on e-health record is an obvious ideal solution to this problem [20], which is able to help doctors to come to more insightful diagnoses with lower costs [21].

Almost all data mining techniques can be applied in big data analytics in healthcare. To demonstrate the application of data mining techniques on healthcare data, two common data mining algorithms are selected as examples. Both algorithms will be applied on the Diagnosed Diabetes Incidence dataset [32].

A. Methods for Mining Healthcare Data

**Linear Regression**

Linear regression [22] is one of the most basic data mining techniques that are still being used extensively. It tries to model the relationship between a dependent variable y and one or more explanatory variables X. The special case, in which X only contains one variable, is called simple linear regression. The most common usage of linear regression is prediction. First, a predictive model is built based on existing observed data containing both y and X. Then, when additional X are observed, the model can be used to predict the value of y.

\[ y_i = a_1 x_{i1} + ... + a_p x_{ip} = x_i^T a + c_i \quad (i = 1, ..., n) \]  

Linear regression is based on the assumption that the relationship between a dependent variable y and a set of explanatory variables X is linear.

The T denotes transpose and the \( \varepsilon_i \) is the error term or noise, which is all other factors that affect the dependent variable y.

**K-Means Clustering**

K-means clustering [23] is a cluster analysis technique in data mining, which aims at partitioning n observed items into k clusters in which each observed item belongs to the cluster with the closest mean.

\[ \arg \min_{a} \sum_{i} \sum_{x_j \in S_i} ||x_j - u_i||^2 \]  

The closeness is defined as the within-cluster sum of squares (WCSS):

where \( x_1, x_2, ..., x_n \) is a set of observations, \( S = S_1, S_2, ..., S_k \), and k (k \( \geq \) n) is the number of sets, and \( i \) is the mean of observations in \( S_i \).

First a set with k initial mean should be given to the k-mean clustering algorithm. The most common method to initialize the k mean is the Forgy algorithm [24]. In the Forgy method, k observations are randomly selected from the whole dataset as the initial means.

Then the algorithm alternates between two steps: - Assignment step: each observation to the cluster whose mean yields the least within-cluster sum of squares (WCSS). - Update step: the new means are calculated as the centroids of the observations in the new clusters

B. Software Tools for Mining Healthcare Data

The biggest difference between big data analysis and more ordinary data analysis is that the data is so large that is not able to fit into the main memory of a single computer. Therefore algorithms aiming at data streaming, dimensionality reduction, data compression and data processing are available.

Weka [25], for example, is a general purpose data mining tool implemented by the University of Waikato (New Zealand). It is an open source software under the GNU General Public License (GPL). Weka is implemented in the Java programming language containing an GUI allowing easier interaction and an API which can be used in server-side data mining tasks.

Both algorithms introduced in the previous section have been implemented in Weka. The next section shows the examples of the two algorithms.

C. Examples

**Dataset**

The Diagnosed Diabetes Incidence dataset is used as the example dataset, which contains diabetic incidence information of all states of America from 2004 to 2011. For each year, 7 types of data is available, upper confidence limit, lower confidence limit, age-adjusted rate per 1000, age-adjusted lower confidence limit, age-adjusted upper confidence limit, rate per 1000, and number of new cases. Some of the data types are missing from the year 2011, thus data of the year 2011 is not included. The total number of instance is 3224, after removing instances containing missing value, the remaining number of instances is 3138.

Apply Linear Regression on "number of new cases of diabetes (2004 - 2010)"

The "number of new cases" of the year 2010 is used as the dependent variable, and all other values are used as explanatory variables. 10-fold cross-validation is used to validate the linear model. The resulting linear regression model is:

Year 2010 = -0.1707 × year 2004  
+ 0.1809 × year 2005  
+ 0.0491 × year 2006  
+ 0.0481 × year 2007  
+ 0.8615 × year 2009  
- 5.9506
The correlation coefficient is 0.9979, the mean absolute error is 35.569, and the root mean squared error is 114.4877.

Apply K-Means Clustering on "number of new cases of diabetes (2004 – 2010)"

The “number of new cases” of the year 2010 is used as the dependent variable, and all other values are used as explanatory variables. 10-fold cross-validation is used to validate the linear model. The resulting linear regression model is:

\[
\text{no.ofnewcases} = -152.3749 \times F + 411.2871 \times f - 463.2666 \times \alpha + 914.1189 \times \beta - 316.8561 \times \gamma + 1654.429 
\]

where \( F = \) upper confidence limit, \( f = \) lower confidence limit, \( \alpha = \) age adjusted rate per 1000, \( \beta = \) age adjusted lower confidence limit, \( \gamma = \) rate per 1000

The correlation coefficient is 0.4511, the mean absolute error is 642.291, and the root mean squared error is 1577.0953.

Apply Linear Regression on 2010 data with 7 data types

The result, shown in the above table, suggests that there are 2 states, which are in cluster number 3, that have significantly larger number of new diabetes cases from 2007 to 2010, which is consistent with the result of linear regression. Government and hospitals should pay special attention to those states. Special policies can be employed and doctors can even develop special treatment mechanisms to lower the large number of new diabetic cases.

Applying Linear Regression on 2010 data with 7 data types

Figure 7 shows the distribution of number of new cases in 2010 is quite different from the other properties. The relative low correlation coefficient suggests that the dataset is not able to be well defined by a linear model, which means more sophisticated models or data mining mechanisms should be used to look for hidden patterns, and if possible, more fine-grained data should be collected.

All the above demonstrated data mining algorithms are the most basic ones; however, they are also the most effective ones for most of the time. When applied in real world systems, those algorithms are seldom re-implemented, but available in several frameworks that are designed from big data analysis, such as Mahout.
IV. RELATED WORK

A. Secure Technologies for Data Protection

Proxy re-encryption and Attribute-Based Encryption [13] are two current technologies aimed at secure and private data sharing in the Cloud [15]. In our previous work [14], we focused on secure sharing of ECG data using a sensor, smartphone and the Cloud. The sensor would connect to the smartphone via Bluetooth, and stream encrypted ECG data to the Cloud. A form of proxy re-encryption is used where keys are partitioned and shared with other doctors. Revoking a user would simply involve removing the corresponding doctors key partition in the Cloud. We build upon this work and incorporate this to social networks. Tran et al. [12] utilises the idea of a proxy re-encryption scheme where the data owners private key is divided into two parts where one is stored in the data owners machine and the other on the proxy. We also use this concept in our work and applied it to data sharing with many users instead of just one user. Silva BM et al. [16] presents a data encryption solution for mobile health apps and conducts a performance evaluation comparing both symmetric and asymmetric encryption algorithms. Our work takes advantage of both symmetric and asymmetric cryptographic algorithms in order to achieve both strong security and high performance e-Health data using smartphones. The THEWS architecture proposed by Ruotsalanien et al. [17] developed a privacy management architecture to help the data owner create and manage the network as well as maintain information privacy. Ruotsalanien pointed out there is an asymmetric relationship between health information systems and their users because users rarely have the power "to force a system to put personal rules into effect". Our paper contributes a novel security architecture that can help balance this power difference. Even when data is encrypted, it may still be possible for a malicious Cloud provider to deduce information from the encrypted data. Zhang et al. [18] proposes a novel solution that adds noise obfuscation based on a time-series pattern to client data stored in the Cloud. This can help prevent the privacy of the owners data since it prevents malicious service providers from deducing information from the encrypted data. Little of this work however, has focused on private data sharing between patients and doctors using untrusted Cloud-based servers. We presented a security model and protocol that would allow users to have a much more fine grained control of their health data.

B. Data Analysis Methods and Software Tools

1) There are already initiatives in big data analytics in healthcare data [26, 27], big IT companies like Google, Microsoft, Apple, and other web service providers have already devote their effort in healthcare data management and analysis. Different platforms have been built by those companies for storing, sharing, and analysing health related data. For example, Google Health, which is a personal health record service that allowing centralisation of different types of personal health information to one profile. However, this project was cancelled in 2011 due to low adoption rate. HealthVault, a web-based platform built by Microsoft, is designed to store and maintain personal health information. Apart from manually importing data into the platform, HealthVault allows collecting data through different types of tracking devices, such as heart rate monitors and blood pressure monitors.

2) Different data mining techniques have been proved effective when applied on health-related data. For example, in [28], researcher used patients medical record including age, sex, blood pressure and blood sugar to derive the likelihood of patients getting a heart disease. Methods that improves the Naive Bayes algorithm and the Naive Bayes algorithm itself were used in the prediction of heart diseases, and as the result showed, for predicting heart diseases the Naive Bayes algorithm achieves better result. [29] described a surveillance system that uses data mining techniques for infection control. Association rules were used in the system to generate monthly patterns of patient care data which were reviewed by experts in infection control. American Healthways used patient information to predict the likelihood of short-term health problems and provided intervention to achieve better short-term and long-term results [30]. In [31] more sophisticated data mining algorithms were used to improve healthcare operations and reducing fraud, waste, and abuse. The analysis for the case studies described in [31] was using the Hadoop/Hive data platform and open source software such as Mahout, R, and Python networkx. Specifically, topic modelling was performed on the a year of claim data and 20 hidden topics were revealed, which can be used in identifying the costly areas which need to be addressed and in comparing providers to identify fraudulent or wasteful providers. Affiliation between providers were studied as social networks, which can be a mechanism to identify organised fraud. And temporal analysis methods are also helpful for timely detection of transient billing practices that are anomalous.

V. CONCLUSION

In this paper, we presented our vision of enabling secure health data sharing and analysis through technologies and methods. First, we presented our security technologies to protect health data privacy and enable secure health data sharing on cloud. Secondly, we conducted a simple health care data analysis with existing data analysis techniques and real public health data stored on the cloud. We also evaluated our security technologies and discussed the related work on data security and data analysis. This paper demonstrates the feasibility and usefulness of using cloud to collect and store the valuable health data for secure sharing and data analysis.
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